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ABSTRACT 

Flight delays are one of the main issues facing the aviation industry. Increased air traffic as a 

consequence of the aviation industry's expansion throughout the last two decades has led to flight 

delays. Flight delays not only waste time and money, but they also have an adverse effect on the 

environment. Airlines that operate commercial flights suffer huge losses as a result of flight delays. As a 

result, they make all necessary steps to prevent or minimize flight disruptions and delays. In this 

research, we apply algorithms based on machine learning to forecast when a specific flight's arrival will 

be postponed or not, including logistic regression, decision tree regression, bayesian ridge, random 

forest regression, and gradient boosting regression. 
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INTRODUCTION 

Flight is an essential mode of transportation in this century, allowing people to travel across far 

distances in a short amount of time. Several industries have been blooming along with airline industries, 

and tourism is one of the key players. However, as per recent observation, the COVID-19 pandemic has 

caused an adverse impact on businesses in terms of maintenance for several areas highly dependent on 

international tourists. Also, despite the growth of aviation industries, operational inefficiencies still need 

to be addressed, and one of the prominent ones 

is flight schedule delays. According to Federal Aviation Administration, flights that are delayed for 

more than 15 minutes than the programmed time are measured delayed flights (NASEM, 2014). 

In the event of a flight delay, the parties that are usually directly impacted are the airlines and 

passengers. The delay of one flight could propagate and impact the other subsequent flights. For airlines, 

higher counts of delays cause passengers' demands to decline. Also, airfares are higher for routes with 

higher delay counts. Thus, the buffer time is added to schedules to curb the delays, and aircraft can still 

arrive at their destinations as scheduled. However, this scenario is less likely to happen in crowded or 

busier airports. A longer buffer time translates to lesser scheduled flights for the day (NEXTOR, 2010). 

A mathematical method for generating rough estimations from input data is statistical modelling. The 

significance of distance, date, and expected departure time in predicting flight delays has been 

demonstrated via a multiple regression model. Predictive modelling has several uses, such as predicting 

the likelihood of email spam and flight delays. Because they focus on the primary causes of aircraft 

delays, regression models were shown to be successful in forecasting flight delays during the 

examination of the effectiveness of various models in modelling flight delays.  
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However, they are unable to categorise complicated data. The models produce biassed and prejudiced 

results based on socioeconomic factors. The random forest model outperforms the competition. 

Depending on factors like prediction time and airline dynamics, the accuracy of predictions may vary. 

 

Objectives 

Flight delays are significant concerns in aviation industries, leading to revenue loss, fuel loss, and 

customer dissatisfaction. It creates fear among passengers taking a connecting flight, whereby the delay 

from the first flight could potentially cause them to miss the subsequent flight. Therefore, this scenario is 

a factor of motivation for this study. With a reliable method to predict flight delays, the event mentioned 

in the previous context could either be prevented or better managed. 

The objectives of this study are: 

To identify the attributes that affect flight delay. 

To develop machine learning models that classify flight outcomes (either delayed or 

not delayed) with selected features. 

To evaluate the presentation of different machine learning model 

 

LITERATURE SURVEY 

Flight delays have been the subject of extensive research. For air traffic control, identifying, analysing, 

and preventing flight delays has been a key challenge. An airfield manoeuvring area is a complicated 

structure that requires the use of a two-stage technique based on real-time simulation and fast simulation 

approaches to evaluate the air traffic flow. A baseline model developed to identify the bottleneck 

locations is evaluated in the first stage using quick and real-time simulations. The second stage involves 

the generation and evaluation of alternative scenarios that incorporate these upgrades in a fast-time 

simulation environment. 

 In order to locate congestion nodes in the maneuvering zones of huge airports and come up with 

strategies to reduce the congestion, this study combines fast- and real-time simulation approaches. It is 

demonstrated that the other strategy would enhance hourly operations while reducing overall ground 

delays. "Chakrabarty et al. [4] employed supervised automatic learning algorithms" (random forest, 

Gradient Boosting Classifier, Support Vector Machine, and the k-nearest Neighbour technique) to 

forecast delays in the expected arrival of operational planes, comprising the five busiest US airports. 

"Choi et al. [5] applied machine learning techniques" including decision tree, random forest, AdaBoost, 

and kNearest Neighbours to forecast delayed on particular flights, and found that gradient booster as a 

classification given limited data had the highest level of precision (70.7%). The model has been updated 

with data from aircraft schedules and weather forecasts. It has been demonstrated that the classification 

developed with no sampling significantly more precise than the classifiers taught using methods of 

sampling by balancing the data using sample A multiple linear regression model was used by Sruti Oza 

and Somya Sharma [6] to forecast weather-related flight delays in flight data, in addition to climatic 

conditions and risk of such delays. The forecasts depended on a few important variables, such as the 

airline, the arrival and departure times, and the origin and destination. Flight data was utilized by Anish 

M. Kalliguddi and Aera K. Leboulluec [7] to predict either arrival or departure delays using regression 

models such as Decision Tree Regressor, Multiple Linear Regression, and Random Forest Regressor. In 

order to increase random forest efficiency without reducing forecast error, larger forecast horizons are 

being shown to be advantageous. 

Big Data Etani J Utilising flight and meteorological data, a supervised model [8]" of on-schedule arrival 

flights is used. Peach Aviation's pressure patterns and flight data are discovered to be related. Use of 

Random Forest as a Classifier allows for 77% accurate prediction of flights arriving on time.  

The paper "SobhanAsian [9] Flight Delay prophecy for Commercial Air Transport" looks at high-

dimensional data as of Beijing International Airport and provides a helpful model for predicting aircraft 
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delays. Following a multifactor approach, the internal patterns of flight delays are mined using a unique 

deep belief network technique. The created model employs support vector regression to perform 

supervised fine-tuning inside the proposed predicting structure. The suggested approach has been shown 

to be quite successful in addressing the difficulties posed by huge data sets and pinpointing the crucial 

elements generating delays.  In order to minimize delay propagation throughout their network, 

connecting airports might cooperate by employing methods including synchronized delayed prediction. 

An article titled "Xiaotong Dou [10] Flight Arrival Delay Prediction and Analysis Using Ensemble 

Learning" The amount of civil aviation transportation have significantly expanded as a result of the 

recent growth of the civil aviation transportation business. Due to aircraft delays, increased carrier 

expenses and decreased airport operational efficiency have emerged as problems that require attention. 

How to increase airport transportation effectiveness, logical flight scheduling, and customer comfort 

while also increasing the accuracy of projecting flight arrival delay time. 

 

EXISTING SYSTEM 

The existing system proposed that the major contribution of the aviation industry to the American 

economy is highlighted by the anticipated augmentation in air travel stipulate and the positive 

association by means of economic indicators. In terms of airline performance and passenger happiness, 

on-time operations are crucial. Therefore, a thorough analysis of the factors that contribute to delays is 

crucial. In recent years, the use of machine learning methods in data mining has grown rapidly, 

attracting interest from a growing number of academic fields, including aviation. 

Examining the possible application of SVM models for the study of flight delay causes and examination 

of flight delay patterns is the main contribution of the current work. The best level of precision was 

reached by gradient booster as a classifier by little data, coming in at 79.7%. 

 

PROPOSED SYSTEM 

By adopting certain actions, our suggested model tries everything within its power to prevent or avoid 

aircraft delays and cancellations. Machine learning models including Logistic Regression, Decision Tree 

Regression, and Random Forest Regression are worn in this design. We forecast whether a particular 

flight will arrive on time or not. We develop a system that predicts airline departure delays based on a 

number of variables. To train our forecasting model, we employ a range of flight-specific data, for 

instance arrival presentation, flight summary, origin/destination, etc. 

 
Fig.1. Proposed model  

http://doi.org/10.36893/JNAO.2023.V14I2.0171-0181


174                                                        JNAO Vol. 14, Issue. 2, : 2023 

http://doi.org/10.36893/JNAO.2023.V14I2.0171-0181 

MODULES AND FUNCTIONALITIES 

Date Time module 

Classes for working with date and time are provided by the Python Date time package. Numerous 

functions that deal to dates, times, and time spans are provided by these classes. Python treats Date and 

DateTime as objects, therefore when you work with them, you're really working with objects rather than 

strings or timestamps. 

Six major classes make up the Date Time module: 

Date: An idealised naive date based on the premise that the Gregorian calendar used now is constantly in 

use and continually will be. The year, month, and day are its characteristics. 

Time is an idealized period of time, untainted by any specific day, where each day contains 

approximately 24 hours and 60 minutes. Hour, minute, second, microsecond, and tzinfo are some of its 

properties. 

date time is an amalgamation of the elements year, date, and time,month, day, hour, minute, second, 

microsecond, and tzinfo. 

time delta – A duration expressing the difference between two date, time, or datetime instances to 

microsecond resolution. 

tzinfo – It gives time zone in sequence items. 

time zone – A group that executes the tzinfo abstract base class as a permanent offset as of the 

UTC (New in version 3.2). 

The cautions Module Warnings are notifications of defects or anomalies that might not be critical 

enough to warrant interfering with programmed control flow (as would occur by raising a typical 

exception). 

Fine-grained control over which warnings are output and what happens to them is possible by the 

warnings module. By calling the function warns in the module warnings, you can conditionally emit a 

warning. You can format warnings anyway you like, specify where they should go, and conditionally 

suppress some warnings (or turn some warnings into exceptions) using the module's other functions. 

Several exception classes that represent warnings are provide by the Classes-Module warnings module. 

Class The basic class for all warnings is called Warning, which is a subclass of Exception. You can 

create your own warning classes, but they must directly or indirectly subclass Warning by one of its 

other subclasses, which are: 

Deprecation Uses out-of-date features that are solely provided for backward compatibility 

Sci Module 

A scientific computation package known as SciPy is built on top of NumPy. Scientific Python is a 

common abbreviation. It offer added supportive functions for signal processing, statistics, and 

optimization. Algebraic equations, differential equations, statistics, eigen value issues, integration, 

interpolation, optimization, and many other classes of problems are all addressed by algorithms in 

SciPy. The SciPy data structures and algorithms have broad domain compatibility. provides new array 

computation tools and specialised data structures, such as sparse matrices and k-dimensional trees, to 

extend NumPy. High-performance implementations created in low-level languages are wrapped in 

SciPy. 

 

Data collection 

In order to forecast flight delays and train models, we used information acquired by the Bureau of 

Transportation, U.S. Statistics of all domestic flights taken in 2015. 

Statistics on arrival and departure, such as wheels-off time, departure delay, and taxi-out time per 

airport, are provided by the US Bureau of Transport Statistics. It also gives the scheduled elapsed time, 

the planned elapsed time, and the scheduled departure time. Along with the date, time, flight identity, 

and airline airborne time, the airport and the airline also provide postponement and rerouting 
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information. The data collection consists of 27 columns and 1048576 rows. Figure 2 displays a few of 

the fields from the original dataset.  

present be a large number of lines with empty or blank values. To benefit from have the agenda and 

actual arrival time, the methodology in this situation employs the supervised learning technique. For 

later use, the data needs to be pre-processed. After exploring a few novel monitoring techniques with 

minimal computation costs, the best contestant be finally refined for the final model. We enlarge a 

structure that forecasts airline departure delays based on a number of variables. To train our forecasting 

model, we employ a range of flight-specific data, for example arrival presentation, flight summaries, 

origin/destination, etc. 

 

 
Fig.2. Snapshot of Dataset 

Pre-Processing 

The classifier must be given the datasets after the data has been taken from the twitter source. Before 

doing the analysis, the classifier purges the dataset of unnecessary information such as stop words and 

emoticons. This ensures that non-textual stuff is recognized and eliminated. To facilitate the modeling 

process, the only flight data that was considered and included was the data from the busiest airports 

since they contained the most significant number of schedules for arrival flights in the U.S. Data 

cleansing was performed on the name of flight carrier, origin airport and destination airport as the 

abbreviation of IATA code was used. Attributes with more than 50% of missing values that did not 

provide helpful information to this analysis were dropped—unrelated attributes such as attributes that 

recorded the outcome of canceled flights and diverted flights were also removed. Since our main 

objective was to predict flight delay, attributes relating to canceled flights were eliminated. 

For classification purposes, a binary attribute, namely "flight delay," was added to the record status of 

the flight. The duration between the flights taking off and the wheels off the ground, as well as flight on 

land and wheels on land, were derived as this provided information about the actual duration of these 

activities. Information about a month, day, and day of the week was transformed from the actual flight 

date. Before modeling, all categorical attributes such as destination airports, day of the week, flight 

carrier, and flight delay factors were converted to numerical variables via one hot encoding method. 

Feature Selection: 

The constant variable was removed as it did not provide helpful information to the model. Attributes 

highly correlated to each other were examined to avoid the multicollinearity effect on the model by 

selecting the most predictive one. Planned elapsed time, airtime, distance, and actual elapsed time 

correlate higher than 0.8. In this group, several attributes were highly correlated. To select which 

attributes to remove, a random forest algorithm was utilized to determine their feature importance. Thus, 

the actual elapsed time was not removed as it gave the greatest importance compared to other attributes 

(shown in Table below). 
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Fig.3. Feature Selection 

Evaluation 

Following pre-processing and characteristic taking out on our dataset, 60% of the dataset was chosen for 

training and 40% for testing. Planned for calculating errors, we're by means of Scikit-learn metrics. The 

consequences are reported in Departure Delay(A) and Arrival Delay(B), the two sections. 

Departure Delay Based on multiple assessment measures, our results for departure delay compare 

numerous Machine Learning models, including Logistic Regression, Decision Tree Regressor, Bayesian 

Ridge, Random Forest Regressor, and Gradient Boosting Regressor. Additionally, we evaluate each 

model against a single assessment metric. B. Arrival Delay Based on multiple assessment metrics, 

Several Machine Learning simulations, such as Logistic Regression, Decision Tree Regression, 

Bayesian Ridge, Random Forest Regression, and Gradient Boosting Regression are compared in our 

findings for arriving delay. Additionally, we evaluate each model against a single assessment metric. 

 
Table.1. Data Evaluation 

The F1 score of models trained with resampled data did not change much compared to the 

models trained with imbalanced data. However, the recall metric for N.B., L.R., D.T., and R.F. 

have increased respectively after applying resampling techniques. 

 

Implementation 

LIBRARIES USED: 

NumPy 

A general-purpose programme for handling arrays is called NumPy. It offers a multidimensional array 

objects via outstanding speed as well as capabilities for interacting with such arrays. It is the cornerstone 

Python module for scientific computing. It has a number of characteristics, especially the following 

crucial ones: 
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a. An effective N-dimensional array object 

b. Complex (broadcasting) operations 

c. Functionality for effective linear algebra, the Fourier transform, and random numbers. c.  

d. Tools for integrating C/C++ and Fortran programmers 

Pandas 

Pandas is an open-source Python toolkit so as to provides high-performance data manipulation and 

analysis tools by means of its authoritative data structures. Python was mostly worn for data mugging 

and preprocessing. On data analysis, it had little of an effect. Pandas discovered the answer. No matter 

where the data came from, we may use Pandas to complete the five typical steps of data processing and 

analysis: prepare, modify, model, and analyse. Many academic and professional fields, including 

finance, economics, statistics, analytics, etc., use Python with Pandas. 

Matplotlib 

Publication-quality graphics are produced in a variety of physical formats and cross-platform interactive 

settings using the Python 2D plotting package Matplotlib. Matplotlib can be used by four graphical user 

interface toolkits, Web-based application servers, Jupyter Notebooks, the Python and Ipython shells, and 

Python scripts. Matplotlib aims at rendering both challenging and basic tasks achievable. Using just a 

couple of lines of code, you can create graphs, histograms, power spectra, bar charts, error charts, scatter 

plots, and more. Explore sampling plots and thumbnail gallery for samples. 

The Scikit-Learn 

Utilising a common Python interface, Scikit-learn offers a variety of supervised and unsupervised 

learning techniques. It is offered beneath a liberal basic BSD license that encourages both academic and 

commercial use and is provided under numerous Linux distributions. 

Python. 

Python is Interpreted the interpreter processes Python while it is being used. Your programme does not 

need to be compiled before running. This is comparable to PHP and PERL. 

Python is Interactive − you can actually sit 

 

ALGORITHMS 

MACHINE LEARNING 

A cutting-edge area of science called machine learning gives computers the ability to acquire knowledge 

on their own using historical data. Machine learning uses a variety of approaches to develop 

mathematical models and produce recommendations that utilize previously gathered data or information. 

Nowadays, it is employed for a wide range of tasks, including recognizing images, Facebook auto-

tagging, speech recognition, recommender systems, and email filtering. Some claim that the field of 

artificial intelligence known as "machine learning" focuses mostly on developing algorithms that let 

computers independently study data and prior experiences to learn. Arthur Samuel coined the phrase 

"machine learning" for the first time in 1959. A succinct explanation of machine learning is provided 

below: "Without having to be explicitly programmed, machine learning permits a machine to learn on its 

own from data, enhance effectiveness through situations, and anticipate things." 

A machine learning structure uses the prediction models it has created using historical data to predict the 

outcome when it gets new data. The amount of information is analyzed determines the precision with 

which the result can be anticipated, as a larger data set makes it easier to develop a model which more 

accurately forecasts the result. Consider a difficult circumstance that calls for some forecasts. We could 

just provide the data to generic algorithms, which would then use the input to create logic and forecast 

the consequences, rather than writing specific code for it. Machine learning has changed our perspective 

on the problem. 
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LOGISTIC REGRESSION ALGORITHM 

Logistic regression is one of the Machine Learning techniques that is usually employed in the 

Supervised Learning category. It is employed to forecast the dependent variable that is categorical using 

a specified set of independent variables. Logistic regression can be used to forecast the outcome of a 

dependent variable that is categorised. The outcome must therefore be a discrete or classifying value. It 

provides probabilistic values that fall in the range of 0 to 1, rather than the exact numbers ranging from 0 

to 1. moreover True or False, 0 or 1, or Yes or No, are possible outcomes. 

 
Fig.4. logistic regression 

DECISION TREE ALGORITHM 

Regression and classification problems are able to be resolved using the supervised learning technique 

known as a decision tree, however this approach is frequently preferred. It is a classifier with a tree 

structure, wherein every leaf node represents the classification outcome and inside nodes represent the 

features of a dataset. The two nodes in a decision tree are the Decision Node and Leaf Node. Decision 

nodes are utilized to make judgments and have many branches, whereas Leaf nodes are the outcomes 

generated by choices and are devoid of any more branching.  

 
Fig.5.Decision tree algorithm 

RANDOM FOREST ALGORITHM 

Recommended machine learning technique Random Forest is a part of the controlled learning strategy. 

It can be applied to ML issues involving regression as well as classification. Its foundation is the idea of 

ensemble learning, which is a method for mixing several classifiers to solve complex issues and enhance 

the accuracy of the models.  A classification algorithm is referred to as "Random Forest" if it "includes 

an assortment of decision trees based on different subsets of the data at hand and chooses average into 

account to enhance the predictive power of that dataset."  

Instead of depending exclusively on one decision tree, the random forest incorporates forecasts across 

every tree of choices and anticipates the result according to the responses of the greatest number of 

projections. The forest has more trees because of this accuracy is higher and the over fitting issue is 

avoided. 
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Fig.6. Random forest algorithm 

Testing Scenarios 

 
Table.2. Testing Scenarios  

Results 

 
Fig.7.   Categorical features 

 
Fig.8.   Logistic regression summary report and graph 
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Fig.9. Decision tree summary report and graph 

 
Fig.10. Random forest summary report and graph 
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CONCLUSION 

The research aims to increase the flight delay prediction model's predicted value accuracy in comparison 

to other created models. As a result, both travelers and the airline industry will be able to make wiser 

decisions and expand their businesses. Given how crucial it is to fly on time, flight delay prediction 

models must be extremely precise. In this paper, we developed a new optimized forecasting model 

depending on machine learning classifiers that employs the Linear Regression, Decision Tree, and 

Random Forest algorithms. 

 

FUTURE SCOPE 

The scope of the project be able to be extended by training the model with the Neural Network 

algorithm. To handle imbalance data, there are more options of oversampling technique for example 

Adaptive Synthetic (ADASYN), which prevents the overlapping of synthetic observations, and under 

sampling techniques, which employ data cleaning concept using Tomek-link (T.L.) and Condensed 

Nearest Neighbour (CNN). Other than the re  sampling techniques, we can also apply Cost-Sensitive 

Learning, which considers misclassification costs by applying penalties on the wrongly classified 

results. We can also employ a hybrid method such as SMOTE Boost to handle the imbalanced data. 
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